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There have been many comparisons of computational methods applied to ground states, but studies of
organic reactions usually require calculations on transition states, and these provide a different test of
the methods. We present calculations of the geometries of nineteen covalent-bond forming transition
states using HF and twelve different functionals, including GGA, hybrid-GGA and hybrid meta-GGA
approaches. For the calculation of the TS geometries, the results suggest that B3LYP is only slightly less
accurate than newer, computationally more expensive methods, and is less sensitive to choice of
integration grid. We conclude that the use of B3LYP and related functionals is still appropriate for
many studies of organic reaction mechanisms.

Introduction

The development of the Kohn–Sham approach to DFT1,2 and
the availability of powerful computers are responsible for the
dramatic increase in the number of applications of molecular
electronic structure calculations to problems in organic chemistry.
Among these applications, the search for transition state structures
is one of the most interesting for two reasons: first, transition
state searches can be used to test hypotheses about reaction
mechanisms; second, even though femtosecond spectroscopy can
detect extremely short living reaction intermediates,3 there is no
experimental procedure which allows the direct observation of
these structures.

Part of the success of DFT methods arises from the constant
development of new functionals that overcome the imperfections
of earlier generations. Early functionals used the local density
approximation (LDA) which worked well, in part because of
the cancellation of errors from different approximations. The
generalized gradient approximation (GGA) uses a more complex,
and, therefore, slower set of equations, but which delivered greater
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dihedral angle deviations were higher than 30◦, 60◦ and 90◦. Deviations
of geometrical parameters (.xls file). See DOI: 10.1039/c0ob00477d

precision. With the development of hybrid functionals, which
combine the GGA and exact exchange, and, in particular, with the
development of the popular B3LYP4,5 functional, computational
chemistry found a method which combine a high degree of accu-
racy while requiring computational resources only slightly higher
than Hartree–Fock methods. B3LYP has become a standard in
quantum chemistry calculations, and many notable contributions
to the determination of reaction mechanisms by computational
methods use this functional.

Nevertheless, recent reports question the reliability6–9 of B3LYP
functional. It has been pointed out that this functional incor-
rectly predicts the reaction energies of homolytic bond breaking
reactions,10,11 reactions involving transformation between s and
p bonds,12–14 isomerism between linear and branched organic
compounds and silanes13,15–18 and other isodesmic reactions.19 The
error increases with the number of bonds in the molecule,16 and
might be caused by deficiencies in the treatment of medium-
range interactions17,20 and of proto-branching effects.6,15,16,18 Sub-
stantial errors have also been found in the description of non-
bonding and long-range interactions.7,21,22 Luckily, more recent
functionals (such as meta-GGA functionals,8,23–27 double-hybrid
functionals28–30 and functionals containing long-range dispersion
corrections29–32) reduce these problems considerably. Benchmark
studies,6–9,11–19,21–23,29,30,33–50 show that they offer more reliable results.

The uncertainty about the reliability of B3LYP and the devel-
opment of new functionals that are both more accurate and more
computationally expensive, have led to a reduction of in the use of
B3LYP. This is illustrated by the recent reduction of the number
of publications indexed in Sci-Finder database51 with both the
keywords “transition state” and “B3LYP” (Fig. 1).

Because the issues with B3LYP are now well known, and because
modern functionals are now widely available, the choice of the
most appropriate functional to use for the study of reaction mech-
anisms is a question gaining increasing prominence. Although
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Fig. 1 Number of papers published each year with both keyword:
“transition state” and “B3LYP” (data from Sci-Finder).

many recent papers study the accuracy of DFT functionals, these
have focused on analyses of ground states, because these are most
easily related to experimental data. However, it is not clear that the
best functionals for ground states will also be the best functionals
to describe transition states. In addition, whilst more sophisticated
functionals should offer more reliable transition state geometries
and energies, the computer time required will also be higher. It
is, therefore, important to study whether or not the benefit of the
most recent functionals justifies their computational cost in “real-
life” transition structure calculations. Previous DFT benchmark
studies, on ground states do not allow us to draw firm conclusions
on this question for the following reasons:

(1) Many DFT functional benchmarks studies are based on
single-point calculations on fixed geometries. In some cases,
the geometries are optimized using extremely high level of
theory.7,8,21,36,52 This approach is very useful in establishing a
comparison of different functionals and theoretical methods,
but reflects an unrealistic scenario, because if the high-level
calculations are available, it would not make sense to perform
single-point calculations with a cheaper and less reliable DFT
method. Transition state searches are usually computationally
demanding as a result of the complexity of the potential energy
surfaces that need to be investigated, and so such high levels of
theory cannot usually be afforded.

(2) When identical geometries are used in the benchmarks, the
functionals’ ability to provide good geometries is not tested. A
method that yields imprecise energies can still be useful if it also
produces reliable transition state geometries, since it is common
practice to use different levels of theory for optimization and
final single-point energy evaluation. Most of the computational
(and human) effort required in the calculation is used in the
geometry optimization step, so the overall computing time would
be considerably reduced if a cheaper method could be used for
this process. Except in some cases,28,37,39,42,47–49,52 the geometries
obtained by different functionals are not compared.

(3) Large basis sets are usually used in the comparison of
functionals. As with the use of high quality geometries, this choice
is reasonable because the resulting benchmark will not reflect
the sensitivity of the functional to the use of incomplete basis

sets.45,53–57 In real applications, however, basis set choice is limited
by the need to complete the calculation within a reasonable time.
As a result, the error resulting from the use of incomplete basis
sets could be more important than the intrinsic functional error.

(4) In many cases, transition state searches are used to dis-
criminate between several possible mechanisms, so the alternative
transition states have identical number of atoms and similar
bonding patterns. Good examples are relevant mechanistic studies
on enantioselective reactions, where mechanistic proposals are
tested based on the ability of diastereomeric transition state
energies to reproduce experimental results. Many of the sources of
error in the use of older functionals (such as cumulative errors,
or the impossibility of describing medium-range interactions
and proto-branching) might cancel in the calculation of energy
differences of similar transition state structures.20

In this paper, we address all of these issues, by testing the
ability of different functionals to reproduce the energy differences
between pairs of competing transition state structures and the
quality of the geometries obtained with these functionals. We have
studied pairs of competing transition states of reactions that have
already been studied by computational methods. Our goal is not
to establish an absolute benchmark of the different functionals,
but rather to assess how the choice of functional influences the
results of these studies.

Results and discussion

Dependence of DDE‡ and DDG‡ on the functional used

We have gathered nineteen examples of selective organic reactions
from the recent literature. For each reaction, we have used two
different transition state structures that correspond to competing
mechanisms. The structures are shown in Fig. 2. This set is
representative of the type of organic and organometallic reaction
mechanisms now being studied using computational methods,
and, although it is impossible to include all possibilities in the
study, the set covers many types of reactions and a range of
molecular sizes. The initial transition structures for the calcula-
tions were taken from the cartesian coordinates in the supporting
information of the original studies. In all cases the geometries were
re-optimized with different functionals using the same basis set as
the original publications (Fig. 2). Each reaction is identified by the
two first and two last letters of the DOI of the original publication,
and the name of each structure is consistent with that used in the
supporting information section.

We first studied the difference in the gas-phase single-point
energy (DDE‡) and the difference in the Gibbs free energy at
298.15 K (DDG‡) for each of the 19 pairs of competing transition
states using HF, B3LYP5,59,62 and M05-2X68 (for the transition
state structures with no transition metal atoms) or M0541,69 (for the
transition state structures with a transition metal). All calculations
were performed using Gaussian03 rev. E program.58 For those
structures with a multiplicity of more than one, unrestricted
calculations were performed; the remaining transition structures
were obtained using the restricted closed shell methods. The
default Gaussian03 pruned 75302 grid (75 radial shells and 302
angular points per shell) was used for numerical integration, but
we also used the pruned 99590 grid (ultrafine grid in Gaussian03,
keyword: integral = grid = ultrafine) for the M05(-2X) functional
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Fig. 2 The transition structures included in the test set. The basis set, molecular formula, number of Cartesian basis functions and reference are all
shown.70-88

(abbreviated as M05-2X-UF). The results are summarised in Fig.
3, which illustrates the differences in DDE‡ and DDG‡ with between
HF, B3LYP and M05-2X and the results using M05-2X with an
ultrafine grid (M05-2X-UF). Each transition state had just one
imaginary frequency. These frequencies were method dependent,
but all functionals gave mean results between 98% and 136% of

the M-05-2X-UF result. Fig. 4 compares the calculations with
experimental data, in the cases for which these are available.

A number of HF and B3LYP calculations show rather different
results to M05-2X-UF in both DDE‡ and DDG‡ (for example,
jo90, ja4q or ja37, Fig. 3). This demonstrates the importance of the
choice of the functional in studies of organic reaction mechanisms.

This journal is © The Royal Society of Chemistry 2011 Org. Biomol. Chem., 2011, 9, 689–700 | 691



Fig. 3 Comparison of DDE‡ (top) and DDG‡ (bottom) for each pair
of competing transition states with respect to values obtained with
M05(-2X)-UF (kcal/mol).

Fig. 4 Comparison of DDG‡ calculated with the values obtained from the
experiments.

The differences between the standard and ultrafine grid are small
for DDE‡ using the M05(-2X) functional, but for DDG‡ they are
remarkably large in some cases (for example, ja5j, ja1m, or jo8a,
Fig. 3).

Fig. 4 shows how the different functionals related to experimen-
tal data in those cases for which an experimental energy difference
can be estimated. In nearly all combinations of functional and
reaction, the sense of the selectivity is assigned correctly. We do

not expect quantitative agreement between the calculations and
the experiments because this study compares just two transition
structures for each case, and other pathways may also contribute
to the product ratios. In addition, our study compares the
gas-phase results of the functionals, and so does not take into
account the influences of solvents on the experiments. In some
cases, the authors of the studies listed in Fig. 2 simplified
the molecules used in the experiments in order to make the
calculations more tractable, and we based our calculations on
their methodology. For all these reasons, the comparison with the
experimental values should not be taken as an absolute benchmark
of the functionals. Fig. 4 shows DDG‡ calculated with HF, B3LYP
and M05(-2X)-UF methods, compared with the values estimated
from the experimental results for ja20, jo15, jo8a, jo5k, an02,
jo78 and ja37. In one case (jo5k), only M05(-2X)-UF gives the
correct enantioselectivity, and both HF and B3LYP suggest very
low selectivity with the opposite sense. This reaction is an acyclic
nucleophilic substitution and so the result selectivity depends
entirely on medium-range interactions across the single forming
bond. In every other case the transition states have some cyclic
character, except jo84 for which the reactant (methane) is highly
symmetrical. As a result, jo5k is expected to be a particularly
challenging reaction to model accurately.

On the basis of these initial results, which confirm that the results
obtained from computational studies in organic reaction mecha-
nism are highly dependant on the functional used, we extended
the study to include more functionals: pure GGA functionals
(BLYP,5,59 HCTH40753,60,61); hybrid GGA functionals (B3P86,4,5,59

B3PW91,4,59 O3LYP5,63,64 , PBE1PBE,65,66 BHandHLYP5,59 as de-
fined in the Gaussian03 program: 0.5EHF

X + 0.5ELSDA
X + 0.5EBecke88

X ),
in addition to B3LYP; the hybrid meta-GGA functionals BMK67

and MPWB1K23 as well as M05(-2X). For both M05(-2X), B3LYP
we included calculations with both the default grid and an ultrafine
grid. Using the optimized structures, frequency calculations were
performed at the same level of theory, and were used to calculate
the Gibbs free energy of each structure at 298.15 K. All the
calculations were performed in the gas phase. An estimate of
the computational cost of each method was obtained from the
time required for the calculation of the frequencies using analytic
second derivatives on the optimized geometries (see the supporting
information).

For each pair of competing transition state structures, the
difference in the single-point energy (DDE‡), the difference in
the zero-point energy (DDzpE‡), and the difference in the Gibbs
free energy at 298.15 K (DDG‡) were calculated using each tested
functional. The results are summarized in Fig. 5. Values deduced
from the experimental results are also shown for those cases in
which these could be calculated.

In order to help assess the data in Fig. 5, the differences in
DDE‡ and DDG‡ values for each pair of functionals is shown in
Fig. 6. The top-right triangle shows the average energy differences
and the lower-left triangle the maximum absolute difference for
the nineteen reactions. The intensity of the colours of each cell
increases with the value in the cell: darker shades correspond to
greater differences.

HF shows differences greater than 1 kcal/mol on average
for DDE‡ and DDG‡, and the maximum differences are over
2.5 kcal/mol. The pure GGA functionals tested (BLYP and
HCTH) and the hybrid GGA functionals (B3LYP, B3P86,
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Fig. 5 DDE‡ (top), DDzpE‡ (middle) and DDG‡ (bottom) for each pair of competing transition state. Energies are in kcal/mol.

B3PW91, PBE1PBE, O3LYP and BHandHLYP) give similar
average results within this group, but some individual differences
in DDE‡ and DDG‡ are high, as shown by the maximum absolute
values. Both average and maximum absolute differences in DDE‡

and DDG‡ increase when these functionals are compared with
hybrid meta-GGA functionals (BMP, MPWB1K and M05(-2X)).

Importance of the integration grid

As already shown in Fig. 3 (top) or Fig. 6 (top), the use of ultrafine
grid has only a very small effect on the calculated DDE‡ and
DDzpE‡ values show a similar trend. Wheeler and Houk have
studied the integration grid errors in a set of reactions for GGA

and meta-GGA functionals.89 In agreement with our results, they
found that the standard grid in Gaussian03 gives small deviations
when compared with much finer integration grids for M05-2X
functional. This is an important observation, since the use of the
ultrafine grid nearly doubles the computational costs. However,
the average and maximum differences in DDG‡ reveal that the
grid can affect the calculation of the Gibbs free energy (see
also Fig. 3, bottom). In the case of B3LYP functional, in only
three cases the DDG‡ differences were higher than 0.5 kcal/mol
(jo82, 1.5 kcal/mol, jo90, 0.8 kcal/mol, and an02, 0.7 kcal/mol).
For the M05(-2X) functional, the DDG‡ differences between the
ultrafine and the standard grid were higher than 0.5 kcal/mol in
eight different reactions (ja5j, 2.6 kcal/mol; ja1m, 1.3 kcal/mol;
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Table 1 Comparison of absolute differences in DDG‡ for each reaction obtained with the standard and the ultrafine grids and the absolute differences
in the vibrational term of TDDS‡ at T = 298.15 K (all values in kcal/mol)

jo78 jo1f jo84 ol7q jo15c ja8y jo82 ja20 jo90 ja4q ja1g jo8v jo8a jo5k ja5j ja1m an02 ol1s ja37

B3LYP TDDS‡
vib 0.1 0.1 0.4 0.0 0.2 0.2 0.1 0.0 0.8 0.0 0.1 0.4 0.2 0.6 0.0 0.3 0.6 0.0 0.5

DDG‡ 0.2 0.1 0.4 0.0 0.2 0.3 0.2 0.0 0.8 0.0 0.1 0.3 0.1 0.2 0.0 0.2 0.7 0.0 0.1
M05(-2X) TDDS‡

vib 0.3 0.1 1.6 0.3 0.9 0.4 0.3 0.0 0.9 0.0 0.4 0.6 1.1 0.5 1.2 1.0 1.2 0.3 1.2
DDG‡ 0.2 0.1 1.0 0.1 1.0 0.5 0.2 0.0 1.0 0.1 0.5 0.4 1.3 0.4 0.5 1.3 0.6 0.3 0.8

Fig. 6 Average (top-right of each table) and maximum (bottom-left of
each table) absolute differences between DDE‡ (top) and DDG‡ (bottom)
values calculated with each functional. The colours indicate the size of the
differences, with the lightest colours indicating the closest agreements.

ja37, 0.8 kcal/mol; jo8a, 1.3 kcal/mol; jo15c, 1.0 kcal/mol; jo90,
1.0 kcal/mol; jo84, 1 kcal/mol, and an02, 0.5 kcal/mol). This
confirms that M05(-2X) has a higher sensitivity to the integration
grid than B3LYP. Most of this difference in DDG‡ for M05(-2X)
when standard and ultrafine grids are used can be ascribed to
different values of the vibrational contribution to the entropy.
When absolute differences in this quantity obtained with standard
and ultrafine grids were multiplied by the temperature (298.15 K),
the energy obtained is very similar to the absolute differences in
DDG‡ (see Table 1).

Scuseria90 observed that frequencies calculated with standard
grid often show spurious imaginary frequencies with meta-GGA
functionals. We have observed that four M05-2X (ol1s, jo84, ja5j
and an02) and three BMK (jo82, jo78, ja37) optimized transition
structures showed two imaginary frequencies. The extremely large
difference of DDG‡ with the standard and ultrafine grid for the
ja5j reaction (2.6 kcal/mol for M05-2X) could be linked to the
presence of the second imaginary frequency, but this is not the case
of the rest of the reactions in which large differences were observed.
Therefore, problematic cases cannot be detected by the presence of
spurious imaginary frequencies. The results suggest that in those
cases for which DDE‡ is not sufficient and the calculation of the
Gibbs free energy is essential, meta-GGA functionals should only
be used in combination with an ultrafine grid. This implies that

the geometry optimization should be carried out using this grid,
which will considerably increase the computational cost.

Comparison of the transition state geometries

The differences in the DDE‡ and DDG‡ calculated by each
functional could be a consequence of the small differences in the
transition structure geometries, since this geometry depends on the
functional used for the optimization. Therefore, it is interesting
to quantify how similar the structures are. We have used the
minimized RMSD deviations between the structures for each pair
of functionals, and have also compared the differences between the
set of redundant internal coordinates generated by the Gaussian03
program.51 The dihedral angles in which three consecutive atoms
form an angle smaller than 15◦ were excluded, since, in this
case, small changes in the position of one atom implied large
and meaningless differences in the dihedral angle. Even though
most bond distances and angles are listed in the set of internal
coordinates, the distance corresponding to the bonds that are
forming (or breaking) in the transition state is usually not included.
As this is an important parameter in a transition state, we also
analyzed selected distances following an analysis of the imaginary
frequencies in the transition states.

The results of these comparisons are shown in Fig. 7, 8, and 9.
We compared the differences in geometrical parameters between
each possible pair of functionals. The average (top-right) and
maximum (bottom-left part of each table) of the 38 structures
(nineteen reactions and two competing transition states for each
reaction) is represented.

Fig. 7 Mean value of the average RMSD deviation (in Å) for all transition
structures with each pair of methods.

The values shown in Fig. 7, 8, and 9 reveal that HF transition
structures are the most distinctive of all the methods. Pure GGA
functionals (BLYP and HCTH) also show large differences to
hybrid-GGA and meta-GGA functionals, and the deviations
between BLYP and HCTH are smaller. With the exception of
O3LYP, hybrid-GGA functionals usually give similar geometries
to the hybrid meta-GGA functionals, although larger differences
were observed for the dihedral angles. The transition states’
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Fig. 8 Mean value of the average (top-right) and maximum (bottom-left)
bond distance deviation (table above) and forming or breaking bond
distance (bottom table) for each pair of methods, in Å.

Fig. 9 Mean value of the average (top-right) and maximum (bottom-left)
angle deviation (table above) and dihedral angle deviation (bottom table)
for each pair of methods, in degrees.

forming and breaking bonds showed more variation than the other
bonds.

The hybrid-GGA functionals show small average deviations
for the parameters compared, but, as in the case of the energy
differences, high individual errors might be hidden in these average
values. To check this, we have analyzed the frequencies at which
the highest deviations of a structural parameter for each transition
state is over a threshold. We used the minimized RMSD, the
dihedral angles and the distances of forming and breaking bonds.
The results are shown in Fig. 10, 11 and 12.

The data shown in these figures shows that the HF or pure
GGA methods analyzed give rather different results for transition

Fig. 10 Times that RMSD differences were higher than 0.2 Å (top-right)
and 0.4 Å (bottom-left).

Fig. 11 Times that maximum deviations distances of bonds forming
(or breaking) in the TS were higher than 0.1 Å (top-right) and 0.4 Å
(bottom-left).

Fig. 12 Times that maximum dihedral angle deviations were higher than
30◦ (top-right) and 90◦ (bottom-left).

state geometry optimizations than the geometries from hybrid
meta-GGA functionals. In Fig. 13, examples of the deviations of
the transition state structures optimized with HF and with M05-
(-2X)-UF are given. The results are not better for some pure GGA
structures.

Hybrid-GGA functionals give geometries that are closer to the
most sophisticated models, but in some cases the differences are
rather large. For example, for B3LYP, in three (out of thirty-eight)
transition structures the RMSD was higher than 0.4 Å and in
one transition structure the maximum dihedral angle deviation
was greater than 60◦ (see ESI†). In nine transition structures
the maximum difference for the forming bonds compared to
the structures optimized by M05(-2X)-UF were higher than
0.1 Å. However, the results obtained with BMK or MPWB1K
functionals with respect to M05(-2X)-UF are not much closer
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Fig. 13 Comparison of the structures optimized with HF (gray) and
M05(-2X)-UF (green) methods for some of the TS studied.

to M05(-2X)-UF, and PBE1PBE, a hybrid-GGA functional, also
gives similar results.

Combined use of different functionals for geometry optimization
and for single-point calculation

All the results reported so far have used the same level of theory
throught the calculation, and we call this “Method 1”. The
similarities between the geometries calculated by hybrid GGA
functionals and hybrid meta GGA functionals suggest that it may
be an effective strategy to use hybrid GGA functionals in geometry
optimizations, followed by a single-point energy evaluation using
a more expensive hybrid meta GGA functional (“Method 2”). The
calculation of DDE‡ is straightforward using this approach. For
DDG‡, however, there is a choice: should vibrational frequencies
be calculated using the higher or the lower level of theory? Fig. 3
illustrates that DDG‡ is sensitive even to a change from a fine to
an ultrafine grid. Since the calculation of vibrational frequencies
is only valid at stationary points on the potential energy surface,
we have chosen the level of theory used for geometry optimisation
to calculate the vibrational correction.

∑ Method 1: Entire calculation at specified level of theory
∑ Method 2: As Method 1, but with an additional single-point

calculation using M05(-2X)-UF (Gaussian03 keyword: integral =
grid = ultrafine) on the method 1 geometry.

For DDE‡: M05(-2X)-UF single-point energy is used.
For DDG‡: the difference between the values for DDE‡ calculated

using Method 1 and Method 2 is added to the DDG‡ value
calculated using Method 1.

This approach avoids the use of the ultrafine grid during the
optimization stage, which greatly increases the computational
time.

To assess the accuracy of Method 2, we have re-evaluated
the DDE‡ and DDG‡, using the structures optimized with each
functional, but evaluating the energy with the M05(-2X) func-
tional and the ultrafine grid. For DDG‡ evaluation the single-
point energy calculated with M05(-2X) functional was added to
the correction to the Gibbs free energy calculated with the same
level of theory used in the optimization step. Like all the other

functionals, M05(-2X) is an approximate functional, so its results
are not as precise as extrapolated methods.89–100 Nevertheless,
these systems are too large to be studied by these, or other,
high-quality methods. Tests on M05(-2X) demonstrate that these
functionals offer quite accurate results for thermodynamic proper-
ties, kinetic properties,14,38,40,41,68,69 medium-range intearactions8,19,38

and intermolecular interactions.7,41,68,69 Therefore M05(-2X) DFT
is probably the most reliable of the methods available in the
Gaussian03 program, that can be applied to structures of the size
of those in the Fig. 2.

The results of Method 2 are summarized in Fig. 14. For
each reaction, the differences in DDE‡ (top) and DDG‡ (middle)
calculated from the geometries optimized for each functional, with
respect to the values obtained from the M05(-2X)-UF optimized
structures are shown. To facilitate comparison, the differences
between the DDE‡ obtained by the same functional used in
the optimization and DDE‡ calculated with the M05(-2X)-UF
optimized structure (Method 1) is also shown in the table in the
bottom.

The data in Fig. 14 reveal average differences of over 1 kcal/mol
when the DDE‡ was calculated using the same method employed
in the optimization (Method 1). However, these differences are
reduced when energies are recalculated with the M05(-2X)-UF
functional (Method 2). For HF and for the non-hybrid functionals
tested, the average differences were around 1 kcal/mol, but it
was reduced to less than 0.5 kcal/mol when geometries optimized
by hybrid-GGA functionals were used. The O3LYP functional is
an exception. It has been observed that the Gaussian03 rev. C
implementation of this functional is not able to reproduce the at-
omization energies published in the original O3LYP functional,101

and it was corrected in rev. D of the program. Some studies
report that the performance of O3LYP functional is similar or
superior to B3LYP,102,103 even though in some cases these tests
were done using the “old” Gaussian03 implementation.104,105 In
our hands, however, the results obtained with the latter version
of this functional in Gaussian03 are the least effective of the
hybrid-GGA functionals. It is of particular interest that average
differences obtained for PBE1PBE, B3P86 and BHandHLYP
functionals were smaller. Remarkably, the other hybrid meta-
GGA functionals tested (BMK and MPWB1K) show similar
deviations as these hybrid-GGA functionals with respect to M05-
(-2X)-UF.

The results of DDE‡ calculations with M05(-2X) functionals
were very similar when the ultrafine or standard grids were used in
the transition state optimization. In the worst case, the difference
was smaller than 0.3 kcal/mol. However, when the Gibbs free
energy correction is added to calculate DDG‡, large differences
are observed. This is in agreement with previous observation in
the unreliability of Gibbs free energy correction evaluation when
hybrid meta-GGA functionals are used with the standard grid.
Interestingly, the differences in DDG‡ are higher for the hybrid
meta-GGA functionals used with standard grid than for any of
the hybrid GGA functionals, with the exception of O3LYP.

From these comparisons, the use of hybrid GGA functionals,
such as B3LYP, with a standard grid in transition state geometry
optimization followed by single-point evaluation of the energy
using a more sophisticated functional with the ultrafine grid (in
this paper M05-2X) seems quite appropriate for most applications.
To further illustrate this point, we have recalculated the results in
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Fig. 14 Absolute differences (kcal/mol) in DDE‡ (top) and DDG‡ (middle) calculated using M05(-2X)-UF functionals on geometries found with each
functional (Method 2) with respect to the values obtained from the M05(-2X)-UF optimized structures, in kcal/mol. To facilitate comparison, the absolute
difference in DDE‡ obtained by the same functional using (Method 1), with respect to M05(-2X)-UF, is given at the bottom.

Fig. 3 using the DDE‡ and DDG‡ calculated with this Method 2
(Fig. 15). The new graphics illustrates that B3LYP for geometry
optimization followed by M05-2X-UF single-point evaluation is
an effective method for the calculation of DDE‡. Other hybrid
GGA functionals as B3P86 and PBE1PBE shows comparable or
better results, but despite the relatively small average differences,
the maximum differences are sometimes large. For example for
B3LYP, B3P86 and PBE1PBE functionals, at least in three of
the reactions studied, the deviations in the single-point energy
difference with respect to M05(-2X)-UF were greater than 0.5
kcal/mol. HF and pure GGA functionals, however, seem not to
be precise enough to obtain reliable TS geometries.

Of particular importance is the observation that the calculation
of DDG‡ B3LYP (hybrid GGA) transition structure geometries
lead to better results than hybrid meta GGA functionals using
the standard grid, mainly due to the unreliability of the frequency
analysis. This is quite clear in Fig. 15 (bottom).

Finally, Method 2 also generates DDG‡ that are similar to the
values obtained experimentally. This is shown in Fig. 16 where the
differences with respect to experimental values of DDG‡ are shown

for both Method 1 and Method 2. Method 2 gives the correct
enantioselectivity for the jo5k reaction, in contrast to Fig. 4 where
the single-point energy was calculated using the same functionals
as the geometry optimization.

Summary

Theoretical studies of organic reaction are limited by the computer
power available, and so compromises must usually be made
between reducing the level of theory, or simplifying the molecules.
Our analyses suggest:

(i) Geometries from HF and pure GGA functionals should be
avoided.

(ii) Vibrational free energy corrections obtained with meta-
GGA functionals and standard grids are misleading in many cases.

(iii) TS geometries obtained by hybrid GGA functionals are
similar to those obtained by meta-GGA functionals, but seem to
be less sensitive to the grid. However, the single-point energies are
less accurate.
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Fig. 15 Comparison of DDE‡ (top) and DDG‡ (bottom) for each pair
of competing transition states with respect to values obtained with
M05(-2X)-UF for HF, B3LYP and M05(-2X) using Method 2 (see text).

(iv) Geometry optimization by meta-GGA functionals using
ultrafine integration grids are probably the most reliable methods
that can be used today for DFT calculations. However, these
functionals are computationally more demanding than hybrid
GGA functionals and the use of ultrafine grids redoubles the
computational costs.

(v) The use of hybrid GGA functionals (such as B3LYP) in the
geometry optimization step and the Gibbs free energy correction
terms followed by single-point energy evaluation using meta-GGA
functional (such as M05-2X) offers a good compromise between
accuracy and computational cost. The use of an ultrafine grid does
not make a big difference to this process, even in the final single-
point calculation. The most demanding part of the calculation is
done with the cheapest method.

Recommendation

We recommend the use of Method 2 but with a default grid
throughout: first optimise geometries and calculate a Gibbs free
energy correction with B3LYP (default grid); then find a single-
point energy with M05-2X. This single-point energy is a more
reliable result that the corresponding B3LYP energy; the B3LYP
Gibbs free energy correction should be added to the M05-2X
single-point energy to obtain the overall Gibbs free energy.

Fig. 16 Top: average absolute differences between DDG‡ calculated and
deduced from experiments, in kcal/mol. Bottom, individual values for HF,
B3LYP and M05(-2X)-UF (Method 2).

Conclusions

The DDE‡ and DDG‡ values obtained with some popular DFT
functionals have been analyzed for a set of nineteen organic
reactions, using two competing transition structures for each.
Geometry optimization and frequency calculation by hybrid
GGA functionals, (e.g. B3LYP), followed by a single-point cal-
culation using a hybrid meta-GGA functional (e.g. M05-2X),
gives reasonably good results compared with transition states
optimized with the more expensive hybrid meta-GGA functionals.
Similar geometries are obtained by both methods. However,
geometry optimization using one functional followed by single-
point frequency calculation using another does not generally yield
acceptable results.

In conclusion, therefore, hybrid GGA functionals such as
B3LYP, still have an important role to play in the search for
transition state geometries for organic reactions, and can generate
results that are almost as reliable as much more expensive
computational methods once they have been combined with
single-point energy calculations using more modern hybrid meta-
functionals.
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